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Simplifying Text

MLM on Simple Text Spans
Planning Text Simplification



Simplifying Text

Deleting
Rephrasing

Re-ordering

Preserving
discourse
coherence

Input

The Zibelamarit is an annual market with aspects of a fair in the
cld town of Bern, Switzerland, It takes place the fourth Monday
in November.

Historical research Indicates that the "Zibelemant* criginared i
the 18505 with *marmettes”, farmer’'s wives from arcund
Murlen, coming to Bern at around St. Martin's Day to sell their
produce; however, & persisient local legend /io/ds that the
*Zipalemarit* is a much older fa=nvity. According to this legend,
the Bernese awarded the people from the nearby city of
Fribourg the right to sall onions in the city in reward Tor their ad
after a fire destroyed much of Bem in 1405,

As the name indicates, it is mainly orsons that are soki on the
“Zibelemarit™. Bernese farmers, who are proud of their
gecorative onon tresses and enion wreaths, also sell other
onion products on the markat, including Zwiebelkuchen {onion
pe), onion soup and onicn sausages. Decorative chains of
Sugar onions are also popular with chidren,

The “Zipelemarit® opens very eady In the day, at around 03:00 to
04:00. Later in the morning, the narrow alleys are usually packed
tight with people, which is what the Bernese call the "Gstungg”.
A general confetti battle in which mostly children participale
ansues at four o'clock In the afterncon, officialy ending the
marnot,

Output

The Zibelemint is an annual market in the old town of Bern,
Switzerdand. It takes place the fourth Monday in November.

The *Zdelemiirit® started around 150 ypars ago with
‘marmettes”, farmer's wives. <SPUT> They came to Bermn at
around St. Martn's Day to sell their produce. <SPLIT> However,
alagend =ays that the “Zibelemarit® is a much older fastval,
According to this legend, the Bernese 950 people from the
nearby city of Fribourg the right te sell anions in the city after a
fire destroyed much of Bemn in 1405.

I s cowntry. it is mainky onions that are sold on the
*Zivelemiirit.” Bernese farmers also sell other products,
ncluding Zwiebelkuchen (onion pie), onion scup and onion
sausages. Decorative chains of sugar onlons are also popular
with children,

The *Zibelemdrit® opens very early in the day, at around 03:00 to
04:00. Later in the morning, the narrow alleys are usually packed
tight with people, which is what the Bermesae call the "Gstungg.*
A general confetti battle in which mostly children So0! brovass

cut at four o'cleck in the afternoon 1o end the markel.



SImpleBART: Continuous Pre-Training

Simple text:
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neofelis is a genus
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Pre-trained
model

Key idea: Continue pre-training a pre-trained model so that it learns to generate simple text.

e MLM on simple text spans

o  Simple texts: identify simple text spans.
o  Ordinary text: use a dictionary to replace complex words in ordinary texts with simple words.

Renliang Sun, Wei Xu and Xiaojun Wan. “Teaching the Pre-trained Model to Generate Simple Texts for Text Simplification”, ACL Findings 2023.

a switchgear is a
combination of
electrical switches ...

neofelis is a genus
including two
presented cat species
from southeast asia


https://aclanthology.org/2023.findings-acl.595.pdf

The D-Wikipedia Dataset

Based on the English Wikipedia and
Simple English Wikipedia
- Wikipedia abstract aligned with
Simple Wikipedia abstract
- Input and output length capped to
1K words

Training/Dev/Test
- 132K/3K/8K text pairs

D-Wikipedia

Original Simple
Total articles 143,546
Total sentences 707,470 581,513
Total words 20,349,706 11,286,155
Avg words per article 141.76 78.62
-Compression ratio 0.55
Avg words per sent 28.76 19.41]
-Compression ratio 0.67



SimpleBART

D-Wikipedia dataset (Sun et al., 2021)

e  Wikipedia/Simple Wikipedia articles
e Maximum 1K input tokens
e Training/Dev/Test: 133K/3K/8K

Models

e BertSumextabs: text summarization (Liu and
Lapata, 2019).
BART-Large
BART-CP: MLM fine-tuning on D-Wikipedia train
e  SimpleBART: fine-tuning on D-Wikipedia train,
MLM on simple text spans

D-Wikipedia D-SARIT Dieep Dget  Doadd

BertSumextabs 39.88 3571 72.06 11.87

BART 39.84 3587 70.26 13.40
BART-CP ‘ 40.13 36.21 71.54 12.64

SimpleBART N\ 41.64 3791 71.96 15.04

Table 3: Results on the D-Wikipedia test set

Compared to standard MLM, MLLM on simple
text spans improves simplification

Renliang Sun, Wei Xu and Xiaojun Wan. “Document-Level Text Simplification: Dataset, Criteria and Baseline”, EMNLP 2021.
Renliang Sun, Wei Xu and Xiaojun Wan. “Teaching the Pre-trained Model to Generate Simple Texts for Text Simplification”, ACL Findings 2023.


https://aclanthology.org/2023.findings-acl.595.pdf

PGConBART - Context-Sensitive, Plan-Guided Simplification

The planner predicts a Simplification Plan i.e., a sequence of simplification
operations
) W :>(3,...,6n

with 6; € { }

Liam Cripwell, Joél Legrand and Claire Gardent, “Document-Level Planning for Text Simplification”, EACL 2023. “Context-Aware Document Simplification”, ACL 2023


https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf

Context-Sensitive Plan-Guided Simplification

The planner predicts a Simplification Plan i.e., a sequence of simplification
operations

cl,...,Cn = O0,...,0n

with é; € { }
Simplification is guided by this plan.

ci, 07 = Sq

Liam Cripwell, Joél Legrand and Claire Gardent, “Document-Level Planning for Text Simplification”, EACL 2023. “Context-Aware Document Simplification”, ACL 2023


https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf

Context-Sensitive Plan-Guided Simplification

The planner predicts a Simplification Plan i.e., a sequence of simplification
operations

cl,...,Cn = O0,...,0n

with é; € { }
Simplification is guided by this plan.
ci, 07 = Sq

The model uses both LOCAL and GLOBAL context.

Liam Cripwell, Joél Legrand and Claire Gardent, “Document-Level Planning for Text Simplification”, EACL 2023. “Context-Aware Document Simplification”, ACL 2023


https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf

Local and Global Context

Simplification Operations have different requirements

Splitting mainly depends on the sentence internal structure (LOCAL
Context)

- The man who sleeps snores — The man sleeps. He snores.
- John went shopping after he left work — John left work.
Afterwards he went shopping.

Other operations (delete, copy, rephrase) depend on the sentence
context (GLOBAL Context)

Liam Cripwell, Joél Legrand and Claire Gardent, “Document-Level Planning for Text Simplification”, EACL 2023. “Context-Aware Document Simplification”, ACL 2023


https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf

Planning Simplification Operations %
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Liam Cripwell, Joél Legrand and Claire Gardent, “Document-Level Planning for Text Simplification”, EACL 2023. “Context-Aware Document Simplification”, ACL 2023


https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf
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https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf

Datasets

Newsela-auto consists of news articles, each
manually rewritten at five different levels of
simplification, corresponding to discrete reading
levels (0-4) of increasingly simplicity.

Aligned pairs are created by pairing every article
version with each other version corresponding to a
higher reading level.

Wiki-auto gathers three simplification datasets
which were automatically-collated from English
Wikipedia and Wikipedia

In both datasets, the input document was
automatically aligned with the output simplification at
both the sentence and the paragraph level.

| Wiki-auto

Newsela-auto

# Doc Pairs 85,123 18,319
# Sent Pairs | 461,852 707,776
Avg. |C| 155:51 868.98
Avg. |S| 97.72 674.94
Avg. |ci| 28.64 22.49
Avg. |s; 21,57 15.84
Avg. n 543 38.64
Avg. k 4.53 42.60

e n:the number of sentences in C
e k:the number of sentencesin S

Newsela

- Input documents are longer
- Smaller dataset

Liam Cripwell, Joél Legrand and Claire Gardent, “Document-Level Planning for Text Simplification”, EACL 2023. “Context-Aware Document Simplification”, ACL 2023



https://aclanthology.org/2023.eacl-main.70.pdf
https://aclanthology.org/2023.findings-acl.834.pdf

Distribution of Simplification Operations

Operation Distribution (Wiki-auto) Operation Distribution (Newsela-auto)
copy
delete
split
rephrase split

rephrase



Input Text, Contexts and Models

No Planning

e Document-level input: BARTdoc, LongformerDoc
e Paragraph-level input: BARTpara,LongFormerPara
e Sentence-level input: BARTsent
e Sentence + Global Context: ConBART

Plan Guided Models: 0 -> M

e O, apredicted simplification plan
e M, a simplification model (BART, LongFormer, ConBART)



Which contexts helps most ?

% SMART (F1)
80
70
60
50
—
BARTgoc BARTpara BART sent LEDgoc LEDpara ConBART

The best three models use a medium size context
(either a paragraph or a sentence window)




Which contexts helps most ?

o SMART (F1)
80
70
60
50
o
BARTgoc BARTpam BART sent LEDgoe LEDpara ConBART

I

Full Document context does not work well




Planning helps

SMART (F1)

900 mmm Oracle
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N Base
853

- -
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725
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BARTpara BARTsent LEDgara ConBART

70.0

Planning
- systematically improves performance
- needs improving




Human Evaluation

e On paragraphs
o 33 complex paragraphs from each non-adjacent reading-level transition pairing
o 198 paragraphs in total
o 50% Minor: reading-level transition of two (0-2, 1-3 etc)
o 50% Major: reading-level transition higher than two (0-3, 1-4 etc)
e Yes/No judgments on fluency, adequacy, simplicity
e Score = proportion of positive judgments
e References and outputs from 4 high performing systems
o PGDyn, LongformerPara, 0O—LongformerPara, 0—ConBART)
e 990 outputs in total



Human Evaluation

Fluenc
100 y
95
90
85
80
subset
75 W minor
[ major
70 |
LEDpara BARTsent + plan LEDpars *+ plan ConBART + plan

All systems achieve high fluency — not surprising given modern LM
Planning improves fluency on MAJOR cases (cases requiring higher degrees of simplification)




Human Evaluation

Adequac
100 - 4
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80
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LEDpara BARTsent + plan LEDpara * plan ConBART + plan

Window- (ConBART) and paragraph-based models are better at maintaining adequacy




Human Evaluation

Simplicit
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=

Window/paragraph-based models + Planning yields high simplicity in major cases (overcoming
conservativity?)




Generalising to OOD Data

L. M LEDpara [l LEDpara+Plan [/ ConBART+Plan
Training on Newsela 1

Testing on Wiki-auto 078

0,5

0,25

Fluency Adequacy Simplicity Mean

Planning helps on unseen domains.

Paragraph-based models are less adaptable to unseen domains

o



Summary

Planning Simplification operations and having a window-based context helps

e improve document simplification
e generalising to new domains
e handling more drastic simplification (MAJOR cases)



Summarisation and Simpilification

Using Summarisation Data to Simplify Text



Mining Summarisation Data for Simplifications

Custom sentence alignment
algorithm

...1estore calm 1o today 's increasingly volatile \

nood Aligned pair

Speaking to CNN in Berlin, where he is attending &

anniversary celebrations , Gorbachev called for g / N\
efforts to rebuild trust between Eastand Westand for & SBERT Souree: Spedking CNN b

Berlin , where he b aending
amiverary o keitias

< [ Gabachey callad for efhoers
064 067 1o rebuib must bawean bas L
and West ind e aders to
agh woek together foethe
canmen goad . Ala
depends co America,
Eurpe , Rusala-- they have
o wark topether moee

Decision

Sentence
Length

leaders 1o again work together for the common good
A botdepends on America , Europe , Russia - they
have to work together more productively , *

F i |te r a I ig n ed pa i rS u S i n g " We have to reestablish the cooperation. ..
- Sentence length Document
= WO rd C O m p | eX | ty Mikhail Gorbachev : America, Europe , Russia .......17 R Vet e

work together more productively must work topthe mae

" We have to reestablish the cooperationand the peoduct ively
- WO rd F req u e n Cy trust that has been destroyed , * he says... ) \. /

) SARI Summary

p >
Word SARI i
Frequency Value Thus, we consider

(di+dsi)asa
: sentence pair suitable
produciely, ™ heaid for text simplification

Alignment
Algorithm

Figure 1: The process of mining suitable sentence pairs from summarization datasets.

RanlianAa Si1in Zhivian Yana Yianitin Wan “EvnlaifinAa Siimmarizatinn Nata +a Heln Teavt Qimnlificatinn” EACT 202


https://aclanthology.org/2023.eacl-main.3.pdf

Mining Summarisation Dataset for Simplifications

Models WikiLarge $4S WikiLarge+OA A~ WikiLarge+$4S

SARIT Fiee P l)dt lete | SARIT Fiee » Petete Foda SARIT Fiee » Perete Foad ﬁ-ARN Fi. o Petete Foaa

Transformer | 36.95% 70.80 3691 3.15 | 3443*%%* 5854 4368 108 | 36.75% 7079 3638 3.06 § 3785\ 71.11 39.15 327

BART 3799*% 7253 37.85 359 |3621%% 6470 4260 134 | 37.71%% 7302 3681 3.31 ) 39201 7099 4231 430
ACCESS 3967  T1.20 4269 5.12 | 36.20%F 65.62 4153 144 | 3946% 6939 4396 5.03f 40.71 | 7126 4406 6.8]
Kkl WikiSmall S48 WikiSmall+OA /ikiSmall+S4S

. SAR” l"kc ep l’(h lete l'.mld SAR]T 1"ku P IJ(II lete 1“(“’(1 SARIT l'.kl ep Pllt Tete l'.uthl SARIT 1"k4 op IJ(II lete 1"udd
Transformer | 36.35% 66.69 4053 182 | 3675 6023 4949 053 | 3638 6446 4054 4.15) 3857 6656 4369 546

BART 35.13% 6494 3586 459 | 34.13* 61.06 3995 139 | 3465F 67.09 3192 493 \3658) 6739 37.14 522
ACCESS 3535%  65.01 3850 253 | 3463*%* 5107 5176 1.05| 3567 6095 4429 1.77 8.2 5845 5364 273
NS

Adding mined data improves simplification results

Renliang Sun, Zhixian Yang, Xiaojun Wan. “Exploiting Summarization Data to Help Text Simplification”, EACL 2023


https://aclanthology.org/2023.eacl-main.3.pdf

SimSum - Summarisation + Simplification

(o P
[ ‘q-’ —
] 2 Input_ids o
Complex text E from the a Simple text
J = decoder (%
7]
N’ \—

End-to-End summarisation + simplification
BART/TS fine tuned on Wiki-Large
Keyword Prompting to encourage the model

to focus on important keywords from the
input text

Sofia Blinova, Xinyu Zhou, Martin Jaggi. “SIMSUM: Document-level Text Simplification via Simultaneous Summarization”, ACL 2023

Input text (original)

a goatee is a style of facial hair incorporating
hair on one ’s chin but not on one s cheeks .

the exact nature of the style has varied according
to time and culture .

Input text with kw_score as prompt

one_0.06 varied_0.07 goatee_0.76 a goatee is a
style of facial hair incorporating hair on one ’s
chin but not on one ’s cheeks . the exact nature
of the style has varied according to time and
culture .

Input text with kw_sep as prompt

one varied goatee </s> a goatee is a style of
facial hair incorporating hair on one ’s chin
but not on one ’s cheeks . the exact nature of
the style has varied according to time and
culture .



https://aclanthology.org/2023.acl-long.552.pdf

SimSum - Summarisation + Simplification

D-Wikipedia Wiki-Doc
Complex Simple | Complex | Simple
Total sentences 546,744 349,561 | 258,303 55,885
Total words 17,740,142 | 703,550 | 5,927,616 | 906,988
Avg sents per article | 5.20 3.33 14.81 3.20
Avg words per sent | 32.45 20.24 22.95 16.23

Both datasets derived from existing datasets and post-processed to
- keep pairs where the simplified text is at most 5 words longer than the input
- improve input/output alignment

Sofia Blinova, Xinyu Zhou, Martin Jaggi. “SIMSUM: Documen t-level Text Simplification via Simultaneous Summarization”, ACL 2023
https://github.com/epfml/easy-summary/tree/main


https://aclanthology.org/2023.acl-long.552.pdf

SimSum - Summarisation + Simplification

D-Wikipedia Wiki-Doc

model SARIT D-SARIT FKGL] | SARIT D-SARIT FKGL]
TS 4564 3623 8§36 | 50.63  41.05 6.79
BART 47.05 38.13 8.14 | 4955 4095 7.93
BART],, 44.52 36.01 832 | 4939  40.98 7.70
BRIO 4824  29.86 6.39 | 48.65 33.06 6.84
MUSS 39.45 26.43 1272 | 3599  27.94 10.91
SimSum(T5)* 4904 3954 6.04 | 5020 4032 6.75
SimSum(BART)* | 48.33 37.11 6.48 | 50.67 41.42 7.55
SimSum(T5)* 4944  39.77 6.04 | 49.11 41.53 6.79

MUSS (Martin et al., 2021) - Sota multilingual sentence simplification system.

SimSum with keyword
prompting yields the best
results

BRIO (Liu et al., 2022) - BART-Large pre-trained model with top performance on various
sequence-to-sequence tasks fine-tuned on simplification data

Sofia Blinova, Xinyu Zhou, Martin Jaggi. “SIMSUM: Document-level Text Simplification via Simultaneous Summarization”, ACL 2023


https://aclanthology.org/2023.acl-long.552.pdf

PEER -Plan, Edit, Explain,
Repeat

A collaborative model mimicking human writing

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.


https://arxiv.org/pdf/2305.15685

PEER - Collaborative Text Editing

PEER (Plan, Edit, Explain, Repeat) e,
PLAN

A language model that can act as a writing B Pian Fixincorrect information
assistant by following plans to perform a "
variety of different textual edits, ranging
from syntactic and stylistic edits to
changing the meaning of a text by
removing, updating or adding information

Edit
Brittney Reese (born September 9, 1986
in-Gulfport-Mississippi) is an American

long jumper. Born in Inglewood,
California,""! Reese attended Gulf Coast
Community College.

Explain
Corrected place of birth

[1] articles.latimes.com: Reese, who was
born in Inglewood, Calif., and moved at
the ageof 3[...]

Models text writing as an iterative
process, where we repeatedly plan and
realize changes. BRIk

Supports interactive editing

EDIT

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR


https://openreview.net/pdf?id=KbYevcLjnc

PEER - Generation Process

& It was founded in Umuahia, Anambra State. <
d° africanfinancials.com Add more
t ... was founded in 1962 and... information. P, ) )
Given a text X, and a collection of
g2 bloomberg.com documents Dt', generate, realise
g L and explain an edit plan.
d.2 africanfinancials.com
t  Itwas shutdown in 2003 ... v
X It was founded in Umuahia, Anambra State in 1962. —

l

Added founding date. e

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR


https://openreview.net/pdf?id=KbYevcLjnc

PEER - Training Data (x, x,,,. d,. d,. d.. p,. &)

= ‘;fww WIKIPEDIA QSearcthklpedia !Search!

& The Free Encyclopedia

Wiki ped ia Revision Histo ry Bangkok: Revision history Qe
e edit, comments and frequently et
contain citations, which is helpful for [orameroman
fl n d | n g re I eva nt d O Cu m e n tS . External tools: Find addition/removal ¢z (Atemate ) . Find edits by user ¢ (Aemate ) . page statistics 2 + Pageviews 2 + Fix

dead links &'

View logs for this page (view filter log)

For any version listed below, click on its date to view it. For more help, see Help:Page history and Help:Edit summary.
(cur) = difference from current version, (prev) = difference from preceding version, m = minor edit, - = section edit,

C 0 N S ~ = automatic edit summary

(newest | oldest) View (newer 50 | older 50) (20 | 50 | 100 | 250 | 500)

e \Writing style, plans, edits specific to R

WI kl e d | a « (cur|prev) @® 06:07, 18 July 2024 WikiNewbie1612 (talk | contribs) .. (177,105 bytes) (+2) . . (undo) (Tag: Visual edi) |
p o (cur|prev)®  05:19, 18 July 2024 RyanW1995 (talk | contribs) . . (177,103 bytes) (+10) . . (minor edit in infobox)
(undo) (Tag: 2017 wikitext editor)

. N O I Sy CO m m e n tS y n Ot a IWayS a n o (cur|prev)O  13:31, 16 July 2024 My Pants Metal (talk | contribs) m . . (177,093 bytes) (-52) . . (Reverted 1 edit by

58.97.224.31 (talk) to last revision by My Pants Metal) (undo) (Tags: Twinkle, Undo)

a p p ro p rl ate p roxy fO r p I ans or o (cur|prev)O  13:26, 16 July 2024 58.97.224.31 (talk) .. (177,145 bytes) (+52) . . (undo) (Tag: Reverted)

o (cur|prev)O  13:24, 16 July 2024 My Pants Metal (talk | contribs) m . . (177,093 bytes) (-1) . . (Reverted edit by

eX p | a n at| O n S . 58.97.224.31 (talk) to last version by AnomieBOT) (undo) (Tag: Rollback)

« (cur|prev)O  13:24,16 July 2024 58.97.224.31 (talk) .. (177,094 bytes) (+1) . . (undo) (Tag: Reverted)

. Of‘te n IaCk Citati O nS a n d SO |aCk Of o (cur|prev)O  06:34, 9 July 2024 AnomieBOT (talk | contribs) m . . (177,093 bytes) (+15) . . (Dating maintenance

tags: {{Full citation needed}}) (undo)

ba Ckg ro u n d | nfo rm atl O n o (curlorenO  06:14.9 Julv 2024 Paul 012 (talk | contribs) . . (177.078 bvtes) (+79) . . (. Climate: fix weatherbox

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR


https://openreview.net/pdf?id=KbYevcLjnc

PEER - 4 models to infill various parts of the process

PEER-Edit: given an input text and a set PEER-Edit

of documents, plan and realise edits ( X, | d¥ )—9( P: Xm)
PEER-Undo: given a text sequence and PEER-Undo

a set of documents, guess and undo the

latest edit (% @@ o df)— (o %)
PEER-Explain: given an edit and a set of PEER-Explain

documents, generates an explanation
(RESHE) - @
PEER-Document: given an edit.,
generate a document that provides useful PEER-Document
background information '
( Xy  Xp Pt ) —>

[imo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR
023.


https://openreview.net/pdf?id=KbYevcLjnc

PEER - Creating Synthetic Data

. . o PEER-Undo
Training on text without edit history ( n o ) ( )
- Use PEER-Undo for generating synthetic plans and Xe: df di df )™\ P X
edits PEER-Edit

- Train PEER edit on the resulting data ( x, d& d o )_,( P, xm)
Generating explanations
- Use PEER-Explain to select the most likely explanation
(sample and select explanation that makes the edit
most likely ( X Xy df di df ) — &

PEER-Explain

Generating documents
- Use PEER-Document (sample and select documents PEER-Document
that makes the edit most likely

- Only used during training (not inference) ( % G ) — &

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR
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PEER Domain Adaptation - Can Peer rewrite text across
different domains ?

Test on Natural Edits, a collection of naturally occuring edits for different text types

and domain

use PEER-Undo to create synthetic edits from plain texts

- Domain adapted PEER (PEER DA)
Finetune PEER-Edit on a balanced mixture of examples from the original

training distribution and synthetic in-domain edits for 1,000 steps


https://openreview.net/pdf?id=KbYevcLjnc

PEER _ Domain Adaptation PEER can adapt to new domains

Synthetic plans improve results

Wiki News Cooking Garden Law Movies Politics Travel Workpl.
Copy 0.0/327 0.1/328 00/31.6 0.0/320 0.0/31.1 00/315 00/318 00/31.2 00/315
PEER (noplans) 16.6/50.7 10.8/41.3 45/363 18/35.1 2.6/358 29/353 21/365 16/348 3.1/34.7
PEER 26.2/555 21.3/493 11.0/40.2 44/37.7 75/364 6.7/392 68/387 6.7/38.1 69/36.7
PEER (DA) - 23.3/51.6 13.2/429 8.1/449 94/390 99/424 11.6/413 9.1/40.2 83/39.2

Table 3: EM-Diff / SARI scores on all subsets of Natural Edits. The domain-adapted (DA) variants of PEER
clearly outperform regular PEER, demonstrating the usefulness of synthetic edits generated with PEER-Undo.

- Plans help

- PEER (DA) clearly outperform regular PEER for all subsets of Natural Edits
- This demonstrates the effectiveness of generating synthetic edits for applying

PEER in different domains.
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PEER - A generic model for multiple rewriting tasks

Without Documents With Documents

. JELEG: Grammatical error correction Model Params  JFLEG  ASSET ITER  WNC FRUIT ~ WAFER  Avg

Copy - 26.7/405 207 305 319/ 00 298/ 00 336 289
* ASSET: single-sentence simplification Tk-Instruct 3B 31.7/387 283 362 303/ 00 127/ 39 1.6 23.5

TO 3B 429/386 286 281 178/ 00 13.1/ 57 6.1 228
* ITERATER: five edit intentions across TO++ 11B  359/438 258 36.1 27.0/ 00 16.1/ 3.7 3.9 24.1
three different domains PEER 3B 548/551 299 365 564/31.9 394/283 352 420

PEER (SP) 3B 9.0/572 332 371 56.6/327 403/339 355 436
« WNC: remove or mitigate biased words  PEER (SP) 1B 59.9/586 324 318 388/347 40.7/335 389 443
to make sentences more neutral OPT I75B  492/494 258 314 251/ 00 356/274 211 314

GPT3 175B  50.6/51.8 250 307 260/ 05 336/259 229 315
* FRUIT: texts from Wikipedia that need  [nsructGPT ~ 175B 62.3/600 354 382 339/ 07 37.5/234 292 394
to be updated based on a set of

Sup. SotA - -1624 4.2 372 -145.8 -1474 - -

reference documents from Wikipedia are
provided;

« WAFER-INS: insert a sentence in a

Wikipedia paragraph given documents _
from the Sphere corpus that contain PEER OutperfOFmS Tk-|nStrUCt, TO, T0++ ( VarlantS Of

relevant background information. T5), GPT3 and OPT despite the fact that OPT and
GPT3 are much larger models.

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR
2023.
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PEER - can generate text

400 intro sections from Wikipedia,

each with three reference Model LP R1/R2/RL QuestEval
documents. Wiki-LM 50 38.4/169/27.3 38.7
PEER (autonomous) 50 31.71L158/262 40.6
Wiki-LM: trained to predict a text PEER (manual) 20 394/17.0/28.1 41.1
given D, and the page’s title. PEER (collaborative) 20 395/17.2/28.4 41.0

Autonomous mode
- the model writes and realizes its
own plans;

Manual mode
- the model is given a series of

h -written plans. . : :
CO||aboug?ir\],:g1§3§ ane All variants of PEER perform considerably better in

- human-written plans are term§ of QuestEvaI scores than WikiLM, suggesting
interleaved with plans proposed that iteratively updating text helps the model stay
by PEER more faithful to the provided reference documents.

\ /

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR
2023.
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Collaborative Text Simplification

Human, Model

€
1 Create a new page about PEER

PEER is a language model for collaborative writing developed by
Meta Al Research.

l Add info on what this model can do

_ AR e ey e PEER can

T e - Add information and
citations

- Incorrectly accepts an
incorrect plan and follows it

PEER performs four by hallucinating a scandal

| about internet censorship.
- correct the misinformation
it has produced in a next

step

[o1

l Add the four steps performed by PEER

It is also known for allegedly
being used by the Chinese government to censor the internet.

l remove unsourced claim

bei d-by-the-Chi P the-int

Timo Schick, Jane Dwivedi-Yu, Zhengbao Jiang, Fabio Petroni, Patrick Lewis, Gautier Izacard, Qingfei You, Christoforos Nalmpantis, Edouard Grave and Sebastian Riedel. PEER: A COLLABORATIVE LANGUAGE MODEL, ICLR
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OpenRewriteEval and
Rewrite LM

Creating Test and Training data for a wide range of rewriting tasks
Training a rewriting model using Reinforcement Learning

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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OpenRewriteEval: A Benchmark for Text Rewriting

A novel
benchmark that
covers a wide
variety of rewriting
instructions and is
designed to
facilitate the
evaluation of
open-ended
rewriting of
long-form texts

Source Text

The way in which we feed our children determines how healthy they are. It also determines how
nicely they develop and develop. Children need to be fed a selection of foods each day in order to
make sure their physical, emotional, and mental health. All foods are from 1 of the fundamental food
teams. Milk and cheese arrive from the dairy team, for instance, and green beans arrive from the
vegetable team. Bread arrives from the grain team and beef comes from the meat team. Chocolate
arrives from the body fat and sugars team. Our children need so many servings for each day from

eath health.

Instruction

Target Text

(@rite the text so that it is easy to understand

Wh3 i ealthy they are and how they grow. Kids need to eat
different types of food each day to stay physically, emotionally, and mentally healthy. All foods belong
to one of the five food groups: dairy, vegetables, grains, meat and beans, and fruits. Milk and cheese
are dairy foods, green beans are vegetables, bread is a grain, beef is a meat, and chocolate is a fat and
sugar food. To stay healthy, kids need to eat a certain number of servings from each food group every

day.

Instruction

Target Text

ummarize the text.
Feeding ren a variety of foods from the five fundamental food groups (dairy, vegetables, grains,

meat, and fats/sweets) is essential for their overall health and development, including their physical,
emotional, and mental well-being.

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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OpenRewriteEval: A Benchmark for Text Rewriting

Dataset Size Data Source

Instruction Examples

Deormaiy 200 See Appendix A.1

Too conversational, rephrase it to be more formal?
Make the text more formal.
Rephrase it to be more formal?

Paraphrase this.
Reword this text.
Use different wording.

Make wording more concise.
Improve accuracy, clarity, and conciseness of language.
Rephrase for clarity and conciseness.

Elaborate on advantages of JavaScript.
Add more details about fighting styles.
Describe more about what the third page does.

Human | |
annOtatorS attach Dpanphrase - 102 See Appendix A. 1
appropriate Dsparten 102 See Appendix A.1
instructions to

each source text Deuome 102 See Appendix A. 1
and then rewrite

them accordingly. Dysicawii 606 Wiki

Attempt to make the text sound less like an advertisement.
Change to have a consistent past tense throughout the paragraph.
Rewrite text in the present tense.

Give a detailed and concise description of the Wollyleaf bush.
Rewrite for clarity and encyclopedic tone.

Dm‘.w()ums 517 C4, Human

Make it more personal and friendly.

Rewrite to haiku.

Change the name to Horton Beach throughout the text.
Make it more motivational for parents of age 50.
Create bullet points from text.

All 1629

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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OpenRewriteEval - Training Data

]

Wiki Instruction Dataset - -
- From Wikipedia revision
history: Edit summary as a
proxy for instruction (filtered
and improved)

—{ Mode! Input
kind of t

A2: make thia more poetic

Synthetic Instruction Dataset
- Generated using CoT
prompting
- Target text is generated from

kind of text 18 the following {Nothing hurts more than the distance that we have created betwee

source and instruction

r’ "\

T ModelOutput |

. . . \-—)
Check for hallucination using NLI ok e SN
and remove hallucinating instances A2: make'itmore engaging 0

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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RewriteLM - Model

1. Fine-tune Decoder M___ on Wiki- and Synthetic Instruction Dataset (M_,)
2. Train a reward model on synthetic data

Generate target text using Mbase and Msft

Rank the two outputs using NLI, edit distance and length ratio
Transformer with a linear regression output layer

Q oo D

Computes the predicted score difference O(rgood - rbad)'

e. The training loss is the entropy of the normalized score difference

3. Optimize M_, using Reinforcement Learning (M__ ...

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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RewritelLM - Results on OpenRewriteEval

Edit Ratio NLI(s-p) NLI (p-s) SARI GLEU Update-R

Pretrained LLMs

PalLM (Chowdhery et al., 2022) 62B 0.31 0.25 0.11 28.24 0.74 11.99
PalLM 2 (Passos et al., 2023) M 1.22 0.63 0.37 28.62 0.48 8.14
LLaMA (Touvron et al., 2023) 65B 0.71 0.83 0.83 27.98 2.10 21.35
Instruction-Tuned LLMs

Alpaca (Taori et al., 2023) 13B 0.11 0.90 0.85 36.12 6.81 34.88
Vicuna (Chiang et al., 2023) 13B 0.23 0.89 0.77 39.05 6.84 33.31
Flan-PaLM (Chung et al., 2022) 62B 0.12 0.58 0.42 24.52 1.87 6.23
RewriteLMs

Rewrite-PalLM 62B 0.14 (.88 0.76 37.02 7.40 36.68
Rewrite-PalLM 2 M 0.25 0.93 0.79 40.92 9.64 39.36
Rewrite-RL-PalLM 2 M 0.27 0.94 0.81 40.97 9.43 39.36
Rewrite-RL,,-PalLM 2 M 0.29 0.96 0.87 40.66 9.64 40.10

Edit ratio - proportion of the source text that is edited.

SARI - how close a generated text is to the source and target text

GLEU - BLEU customized to penalize only the changed n-grams in the target

Updated-R - the recall of n-grams between the model’s prediction and the reference. Computes ROUGE-L on the
updated sentences rather than the full text.

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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RewritelLM - Results on OpenRewriteEval

- Pretrained LLMs have poor

performance Edit Ratio NLI(s-p) NLI(p-s) SARI GLEU Update-R
- Instruction-tuned LLMs have et FE

PaLM (Chowdhery etal 2022) 62B 031 025 011 2824 074 1199
better performance but still have PaLM 2 (Passos etal 2023) M 122 063 037 2862 048 8.4

. Instruction-Tuned LLMs
- RewriteLMs outperform Alpaca(Toorietal, 2023)  13B 011 090 085 3612 681  34.8
- their corresponding Vicuna (Chiangetal,2023)  13B 023 089 077 39.05 684  33.31
foundation models Flan-PaLM (Chungetal, 2022) 62B 0.2 0.58 042 2452 187  6.23

) RewriteLMs

- Instruction-tuned LLMs Rewrite-PaLM 6B 0.4 088 076 3702 740  36.68

- Applying reinforcement |earning Rewrite-PaLM 2 0.25 0.93 0.79 4092 964  39.36

M
- ) Rewrite-RL-PaLM 2 M 027 094 081 4097 943 3036
further improves its performance. Rewrite-RL,,-PaLM 2 M 020 096 087 4066 964 4010

Lei Shu, Liangchen Luo, Jayakumar Hoskere, Yun Zhu, Yinxiao Liu, Simon Tong, Jindong Chen and Lei Meng. RewriteLM: An Instruction-Tuned Large Language Model for Text Rewriting, AAAI 2024.
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