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Three Popular Methods for Generation

1. Decoding:

an inference-time solution to optimize LLM outputs
(Survey by Welleck+ 2024 & Bertsch+, 2023; MBR with Multi-Prompt by Heineman+, 2024)

2. Distillation:
reproduce GPT-4 performance by small open-source LLMs
(Edit-based generation by Dou+ 2024, Feedback to refine LLM outputs by Wadhwa+ 2024)

3. Diffusion:

an alternative to Transformer-based LLM
(Diffusion-LM by Li+ 2022; DiffuSeq by Gong+, 2022; SeqDiffuSeq by Yuan+, 2024)
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Hewitt et al., “Truncation Sampling as Language Model Desmoothing” (ENNLP Findings 2022)



Decoding

Given an input & (and prompt 0 ), an autoregressive LM
parameterized by g will estimate an output sequence:

Yy~ 7'('9(517,;0)

using an decoding algorithm.



Decoding - common strategies

e Greedy Decoding

: predict the next token conditioned
e Searching, €.g., Beam Search on the input T (i |y<i, T, p)

e Sampling, e.qg.
o Temperature, or Top-k: sample from top k most likely words
o Nucleus: take the top p% (95%) of the distribution, sample from within that
o Epsilon: simple truncation, allow any word with greater than € probability
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@)

©)

@)

©)

@)

Minimum Bayes Risk
Speculative decoding

predict the next token conditioned

generate multiple candidate sequences,
then select one from them.




Minimum Bayes Risk (MBR) Decoding

e Early work (Bickel & Doksum '77)
e Statistical Machine Translation and Speech Recognition, since 1997
e |LM-era, since 2020:

o Mostly, machine translation (Eikema+ '20; Fernandes+ '22; Freitag+ '22; Amrhein+ '22; and more)
o More recently, generation:

m Code Generation (Shi+ '22)

m  Summarization, Data-to-Text, Translation, Style Transfer (Suzgun+, '23)

m  Summarization, Date-to-Text, Translation, Image Captioning (Jinnai+, '24)

m Text Simplification, Code Generation, Translation (Heineman+, '24)

From Decoding to Meta-Generation:

High Quality Rather than High Model Probability: e-time Algorithms for Large Language Models

Minimum Bayes Risk Decoding with Neural Metrics It’s MBR All the Way Down: Infer
Modern Generation Techniques Through the Lens of Minimum Bayes Risk

nnnnnnnnnnnnnnn

Markus Freitag, David Grangier, Qijun Tan, Bowen Liang

Amanda Bertsch*and Alex Xie* and Graham Neubig and Matthew R. Gormley
Google Research, USA Camnegie Mellon University




Minimum Bayes Risk (MBR) Decoding

e Often deliver several points of performance improvement, over the standard
beam search or sampling methods.

| R-1 R-2 R-L  BLEU

Summarization | XSUM
SARI BScore LENS sBL| Human

Sample-Once 37.9 16.1 30.6 11.4
Random 37.6 16.1 30.1 11.5 Simplification SIMPEVAL2022
Majority Voting 37.8 16.2 30.6 11.4 T5-11B
MBRD-BLEURT 39.8 17.9 324 12.8 MLE;_10 464 938 629 493 88.80
MBRD-BERTScore | 41.2 19.0 334 13.5 MBR-LENS|g|=100 46.1 938 744 44.6 90.13
Translation DE — EN (German to English) Close-source LLMs

GPT-3.5 (0-shot) 414 934 60.7 31.8 90.77
Sample-O 68.1 459 63.9 39.0
Rendoan 25 461 640  gas GPT-3.5(5-shot) 424 941 69.0 332 9270
Majority Voting 70.2 487 66.1 40.9 GPT-4 (0-shot) 437 943 735 291 93.63
MBRD-BLEURT 71.9 50.7 68.2 43.7 )

+

MBRD-BERTScore | 73.3 52.6 69.6 45.8 (Maddela ’ 23)

(Suzgun+, ’23)

Suzgun et al. “Effective Text Generation via Minimum Bayes Risk Decoding” (ACL Findings 2023)
Maddela et al. “LENS: A Learnable Evaluation Metric for Text Simplification” (ACL 2023)



Minimum Bayes Risk (MBR) Decoding

Intuition: the best output not only have high probability (same as maximum
likelihood), but also is consistent or similar to the other candidate outputs.




Minimum Bayes Risk (MBR) Decoding
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1. sample multiple sequences

1

y1: A blue bird.
y,: The bird is flying.
y3: Blue bird is flying.

yy: There's a blue bird.

Ohashi et al. "On the True Distribution Approximation of Minimum Bayes-Risk Decoding” (NAACL 2024)



Minimum Bayes Risk (MBR) Decoding

| Pseudo-References R’ |
-
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2. Compare each seq. to the others by

- _ y1: A blue bird. 052 048 === 058
a utility function

y,: The bird is flying. =~ 0.54
y3: Blue bird is flying. = 0.59

yy: There's a blue bird. | 046 047 - 048

task-specific evaluation metrics (e.g.,

u(y, r’) ~@¢——— COMET for machine translation), or
some similarity measurements

Ohashi et al. "On the True Distribution Approximation of Minimum Bayes-Risk Decoding” (NAACL 2024)



Minimum Bayes Risk (MBR) Decoding

1. sample multiple sequences

2. Compare each seq. to the others by
a utility function

3. Select the seq. that maximizes the
expected utility over the estimated
probability distribution over the seq.’s.

Ohashi et al. "On the True Distribution Approximation of Minimum Bayes-Risk Decoding” (NAACL 2024)

Candidates Y |
y1: A blue bird.

y,: The bird is flying.
y3: Blue bird is flying.

yy: There's a blue bird.
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Minimum Bayes Risk (MBR) Decoding

Intuition: the best output not only have high probability (same as maximum
likelihood), but also is consistent or similar to the other candidate outputs.

More formally:

First sample a set of hypotheses 2 from the model 7rg. then select the output
that maximizes the expected utility {7 (or minimize the expected risk) with
respect to a set of references R :

ympr = arg max (Ey -, [U(y, R)])
yeH



Minimum Bayes Risk (MBR) Decoding

Intuition: the best output not only have high probability (same as maximum
likelihood), but also is consistent or similar to the other candidate outputs.

M ore fo rmal Iy: can be the same or different set, often about 10~1000

sequences generated by sampling or beam search

First sample a set of hypotheses om the model 7yg. then select the output
that maximizes the expected utility {7 (or minimize the expected risk) with
respect to a set of references

ympr = arg max (Ey -, [U(y, R)])
yeH



Minimum Bayes Risk (MBR) Decoding

Main challenges:
° 0(|7-[|2) computation time for utility function
e number of sample |?{| << number of all possible hypotheses |y|

Interesting research directions:

e choice of sampling algorithm to collect ‘H (and R, if different)
o appear to be critical (Ohashi+ '24)
o probabilistic sampling better than beam search? (Eikema+ ’20, Fernandes+ 22, Freitga+ '23)

e approximation for estimating the probability distribution in expected utility
o model-based estimation (Jinnai+ ’24a)

e promoting diversity (Heineman+ 24, Jinnai+ ‘24b)
e reducing computation time for utility function (Tomani+ '24)



Minimum Bayes Risk (MBR) Decoding

Diverse Prompting + MBR Decoding

Code Generation
(pass@1)
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Heineman et al. “Improving Minimum Bayes Risk Decoding with Multi-Prompt” (2024)



Minimum Bayes Risk (MBR) Decoding

Diverse Prompting + MBR Decoding

sampling

temperature Candidate Scores for 1 Example
750 7=0.1 7=0.5
100 100 100
80 A 1 80 @ 80 i
0 60 A @ 1o 60 g ® | 60 gj 4
. z RS,
single prompt O 40l i 04 . ] 04 s | |
oy
20 4 E 20 4 4 . 20 4 :
¢} T T . 0 . , . o . . i 1. Prompt design
-80 -60 -40 -20 O -80 -60 -40 -20 O -80 -60 -40 -20 O has a big impact
T T 2. A single prompt
Pid J | Ao exhibit a lot noise.
100 100 100
80 - E 80 - E 80 - Y
®| - s &
u tiple prompts & i 3
— 40+ ° meen 404w ﬁ ® . 40 %
& | b e o b -
20 4 ® === 20 4 1 20 4
0 —_— 0 . . : 0 . . T
80 -60 -40 -20 O 80 -60 -40 -20 O 80 -60 -40 20 O
log pa(y|x) log pa(y|x) log pa(y|x)

Heineman et al. “Improving Minimum Bayes Risk Decoding with Multi-Prompt” (2024)



Minimum Bayes Risk (MBR) Decoding

Diverse Prompting + MBR Decoding
e no single prompt consistently produces the highest quality sequences
e different prompts are most effective at different inputs

Dataset Scores for SimpEval
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Heineman et al. “Improving Minimum Bayes Risk Decoding with Multi-Prompt” (2024)



Minimum Bayes Risk (MBR) Decoding

Diverse Prompting + MBR Decoding
e However, simply using many prompts may introduce too much noise
e Instead, estimate the probability distribution of prompts on a dev set, then

(1) top-p prompt Sampllng \ Dataset Scores for SimpEval
(2) prompt selection: Muti-Prompt JESSSSNSNNNNEN  Multi-prompt MBR

Prompt 1

- closest similarity Prompt 2

Prompt 3

- greatest dissimilarity Prompt 4

Prompt 5 -

- K- Prompt 6
K-NN cluster il
Prompt 8 -
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Prompt 10 -

e
,\{{gﬁ‘&z"'
NP
O L
e\$ é\@
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standard MBR
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Heineman et al. “Improving Minimum Bayes Risk Decoding with Multi-Prompt” (2024)



Minimum Bayes Risk (MBR) Decoding

Diverse Prompting + MBR Decoding
e consistent, further improvement over standard MBR across generation tasks
e works for both open-source and black-box LLMs

standard  multi-prompt

MBR MBR
Code Generation (|H|=20) —- HUMANEVAL (pass@1) Code Generation (|H|=20) —- HUMANEVAL (pass@1) . — X
StarCoder 2 15B 4451 4939 (+4.88) StarCoder 2 15B 4451 4939 (+4.88) Translation (1] =100) ~ WMT 722 EN-Cs (COMET)
CodeLlama 7B 3780 4085 (+3.05) CodeLlama 7B 3780 4085 (+3.05) oL 22 Winner o :
CodeLlama 13B 4329 48.17 (+4.88) CodeLlama 13B 4329 4817 (+4.88) WS Transiare 00 899Gl
CodeLlama 34B 4573 5244 (+6.71) CodeLlama 34B 4573 5244 (+671) TV S04 Sodscilh
CodeLlama 70B 6159 6890 (+731) CodeLlama 70B 6159 6890 (+731) i 9137  SIeith
GPT-35 6829 7378 (+5.49) GPT3.5 6829 7378 (+5.49) o B2 oD
GPT-4 8171 8293 (+122) GPT-4 8171  8293(+122) : AT L

Heineman et al. “Improving Minimum Bayes Risk Decoding with Multi-Prompt” (2024)



Minimum Bayes Risk (MBR) Decoding

Intuition: the best output not only have high probability (same as maximum
likelihood), but also is consistent or similar to the other candidate outputs.

A number of widely used techniques with LLMs can be viewed as special cases of MBR

Bertsch et al. “It's MBR All the Way Down: Modern Generation Techniques Through the Lens of Minimum Bayes Risk" (Big Picture Workshop 2024)

self-consistency (Wang+ '23)

range voting (Borgeaud+ '20)

output ensembling (Denero+ 10, Lorenzo+ '23)
density estimation (Kobayashi '18)



Speculative Decoding

Intuition: Some tokens in the sequence are easier (can use a small LLM) to
generate than others (ideally, use a larger LLM).

Hebrew: | x'wan | n'n | 72| nnaix | English: | The | president | was | Barack | Obama

T A
Difficult Easy
(requires knowledge (given prefix)

of Hebrew language)

How to combine small and large LLMs to do this more efficiently?

Leviathan et al. “Fast Inference from Transformers via Speculative Decoding” (ICML 2023)



Speculative Decoding

1. generate y tokens by a small ] Leonardo‘ was ] one \ of
(approximation) model

the ‘ greatest |minds‘

Leviathan et al. “Fast Inference from Transformers via Speculative Decoding” (ICML 2023)



Speculative Decoding

1. generate y tokens by a small ’ Leonardo‘ was ‘ one \ of the ‘ greatest Jmindsl

(approximation) model
s

Target Model

’ Leonardo ‘ was

2. use a large (target) model to generate
next-token distributions for all y+1 prefixes

the 0.7 best 0.4 painters 0.4 to 0.5

many 0.1 greatest (0.3 people 0.3 in 0.4

Leviathan et al. “Fast Inference from Transformers via Speculative Decoding” (ICML 2023)



Speculative Decoding

1. generate y tokens by a small ‘ Leonardo‘ was ‘ one \ of the l greatest Jmindsl

(approximation) model

Target Model

’ Leonardo ‘ was

2. use a large (target) model to generate
next-token distributions for all y+1 prefixes

the 0.7 best 0.4 painters 0.4 to 0.5

many 0.1 greatest (0.3 people 0.3 in 0.4
3. Decide which tokens to accept or - |

reject (with a probability) based on the
large model, and sample one more token
from the large model

Leonardo was one of the greatest minds painters

Leviathan et al. “Fast Inference from Transformers via Speculative Decoding” (ICML 2023)



Collaborative Decoding

Intuition: The decision of deferral from a small model to a large model is learnt as
a latent variable Z;€{0,1,... , M }by optimizing the marginal likelihood:

T

M
P(X) = T[( Y P2l X< Py, (XelX<t)
t=1 Z,=0

Base
Model

Finetuned-Llama-7b vy vy
(Opdualag|(contains| 2 active 1) icodextrin 2) glucose E]
A A A A

Use as context for the other model

Deferral
Control
;=
Iy [
10 0
[

Asst.
Model

= ] Meditron-70b
E Opdualag contains components: @ and relatlimab| .

Shen et al. “Learning to Decode Collaboratively with Multiple Language Models" (ACL 2024)



Contrastive Decoding

Intuition: The failures of larger LLMs are even more prevalent in smaller LMs,
thus the difference between the two can be a useful signal.

goesss p EXP027Hawa riar o
| 0.18 the 5
: 218 9 16 Honolulu

Contrastive Decoding
log pexe — 108 Pania
1961 4.13 Greedy: Hawaii. He was born in Hawaii. He was born in Hawaii.
Hawaii 2.34 Nucleus: Washington, D.C., to Barack Obama and Michelle
Honolulu 0.65 Robinson..
Washington -0.73 CD: 1961 to a Kenyan father, Barack Hussein Obama and a
- mother of American descent, Stanley Ann Dunham.
(GPT-2 small)

Barack Obama was born in Honolulu, Hawaii. He was
bornin

Li et al. "Contrastive Decoding: Open-ended Text Generation as Optimization” (ACL 2023)
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Three Popular Methods for Generation

2. Distillation:
reproduce GPT-4 performance by small open-source LLMs

(prompt input1, output1)
Large Model (prompt input2, output2) Small Model
(prompt input3, output3) .
@ 1 (prompt input4, output4)

generate fine-tune
training data



Span-level revision distilled by LLM

Task: Self-disclosure abstraction

Dou et al. “Reducing Privacy Risks in Online Self-Disclosures with Language Models" (ACL 2024)


https://arxiv.org/search/cs?searchtype=author&query=Dou,+Y

Span-level revision distilled by LLM

Task: Self-disclosure abstraction

Definition: rephrase self-disclosures (personal information) with less
specific details while preserving the content utility

| am exploring my sexual identity
Im 16F | think | want to be a bi M | have a desire to explore new options

| am attracted to the idea of exploring
different gender identities Oﬂo o

P 1Y

Dou et al. "Reducing Privacy Risks in Online Self-Disclosures with Language Models" (ACL 2024)
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Span-level revision distilled by LLM

Task: Self-disclosure abstraction

Definition: rephrase self-disclosures (personal information) with less
specific details while preserving the content utility

| am exploring my sexual identity
Im 16F | think | want to be a bi M | have a desire to explore new options

| am attracted to the idea of exploring
different gender identities Oﬂo o
an laansn
Why distillation? writing diverse abstractions is challenging for human
annotators

Dou et al. "Reducing Privacy Risks in Online Self-Disclosures with Language Models" (ACL 2024)


https://arxiv.org/search/cs?searchtype=author&query=Dou,+Y

Span-level revision distilled by LLM

Prompt

Your task is to abstract the given 'disclosure span' in the sentence. <more instruction>

Example 1:

Sentence: "Should | submit a 1470 SAT score to Carnegie Mellon and Duke?"

Disclosure Span to Revise: "1470 SAT score"

Rationale: <rationale>

Abstracted Spans: {"span 1": "a high 1400-range SAT score", "span 2": "an SAT score in the upper
1400s", "span 3": "an SAT score above 1450"}

<2 more examples>

First, provide a rationale explaining why the disclosure span needs abstraction. Then, offer three
abstracted alternatives in a JSON format like this: {'span 1": xxx, 'span 2" xxx, 'span 3": xxx}.

Criteria:
<3 criteria>

Sentence: "{sentence}"
Disclosure Span to Revise: "{span}"
Rationale:

Prompt

Contains three in-context
examples

|

Large Model

d=t
_-)

=)

GPT-3.5/4

|

Rationale and
abstracted spans



Span-level revision distilled by LLM

Use GPT-3.5 to generate abstractions of 780 instances for distilling
Llama2 7B

Three training methods

Sampling three times from End-to-end training
a model that generates

one abstraction at a time

Iterative training model to

model to generate three generate new abstraction

abstractions all at once  given the previous ones.

input = A, input+A — B,
input+A+B = C

Dou et al. "Reducing Privacy Risks in Online Self-Disclosures with Language Models" (ACL 2024)


https://arxiv.org/search/cs?searchtype=author&query=Dou,+Y

Span-level revision distilled by LLM

Human evaluation on three aspects with Likert scale

End-to-End training Iterative training
Instruction Instruction (w/t)
. ; Coherence
r""acy 29 94.63%
ncrease . 3.41 90.37%
Utility 4.19
Preservation 4.05
Diversi 448
iversi :
Yy ‘ 4.37
1 2 3 4 5,

Dou et al. "Reducing Privacy Risks in Online Self-Disclosures with Language Models" (ACL 2024)


https://arxiv.org/search/cs?searchtype=author&query=Dou,+Y

Span-level revision distilled by LLM

Human evaluation on three aspects with Likert scale

End-to-End training Iterative training
Instruction Instruction (w/t)
. : Coherence
Privacy 3.29 94.63%
Increase 3.41 90.37% o
: The distilled Llama2 7B
Utility 4.19 § can generate diverse
Preservation 4.05 :

abstractions that
i moderately reduce
Diversity 437 privacy risks while
: 1 : maintaining high utility.

Dou et al. "Reducing Privacy Risks in Online Self-Disclosures with Language Models" (ACL 2024)


https://arxiv.org/search/cs?searchtype=author&query=Dou,+Y
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Three Popular Methods for Generation

3. Diffusion:
an alternative to Transformer-based LLM

Learning to generate data by iteratively denoising -- a big success in computer vision!

Gaussian Noise Denoising

Po(Xi—1 | X¢)
—_—DEE — _— — .
S~

Q(Xt | Xt—l)

Noising

Ho et al. “Denoising Diffusion Probabilistic Models" (NeurlPS 2020)



Diffusion-LM (Li+ '22)

Several modifications to standard diffusion model to make it work on discrete text
data (embedding/rounding steps), instead of the continuous image data.

Gaussian Noise Denoising Rounding
Po(x¢— 1|Xt p9W|x0
—_—Dr —> —> =
q(xt | Xt-1) » (X0 | w)
Noising Embeddmg

Li et al. "Diffusion-LM Improves Controllable Text Generation” (ICLR 2022)



DiffuSeq (Gong+* '22)

Extended Diffusion-LM to seq-to-seq generation tasks, by combining the source w*
and the target w¥ into a continuous space Zo . Only impose noising on ¥

Reverse process —>  Forward process €<—  Gaussian Noise * Rounding ittt .
I \
Po (Ze-112¢) Pe(W|zo) 8 w*

i e = wY E [It was a year. } E
Q(zclze-1) I
7Z 7Z Z _ Z '\ .8. Open-vomain Dialogue ,
T t t-1 o Embedding map e ‘

Partial Gaussian Noise < > Word Embeddings <—> Text Sequence to Sequence

(experiments on dialogue, question generation, text simplification, paraphrasing)

Gong et al. "DiffuSeq: Sequence to Sequence Text Generation with Diffusion Models" (ICLR 2022)



o T

Some other text diffusion models work directly in discrete space.

Diffusion Models for Non-autoregressive Text Generation: A Survey

Yifan Li*, Kun Zhou??, Wayne Xin Zhao 3 * and Ji-Rong Wen'?3

4 key designs: denoising network, noise schedule,
objective function, and conditioning strategy ot oo ey Uiy o i+

3Beijing Key Laboratory of Big Data Management and Analysis Methods

\‘ 1
[ Condition: @ / Attributes / Sequence ] i{ [ Condition: @ / Attributes / Sequence ] E
it I
K 1
K 1
& Xt— X 1

Xr Xt po(aeoslte ) = Cat(xs;P) bt o_ i Po Cee-alxe,©) = N (s, Zp) a 5

] R di
M]3 | M] —) Denoising . I 0 I i: Denoising =55 E('T) pzlzzzlzzf) E
M] -y M] Network M] = want :E — Network —— = E(‘want’) [—— i
M] some some some | hi E(‘some’) | 1
M] L} € 1| water |[<| water ii ¢ : <3| ECwater’) | " gq(xolw) E
M] | - M] q(x¢lxe—1) = Cat(xe;p = %:-1Qp) | [M] :: q(xe|xp—q) = N(\/l——ﬂrxt_l, B:D xs E(°”) Embedding :
i !
o e e o e i e i i /’I\ ______________________________________________________________________ 2t

(a) Discrete text diffusion model. (b) Continuous text diffusion model.



